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What is Artificial Intelligence (Al) ?

Al Artificial Intelligence is the ability for a
computer to think, learn and simulate
human mental processes, such as
perceiving, reasoning, and learning.

A2 It can also independently perform complex
tasks that once required human input.

The power of a machine to copy intelligent human behavior!

Al is a MODEL that clould be able to «think»
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Rough Idea of a Model

v In alevel 0 math course

v" In an advanced course

——— S

Function

x - f(x)

Examples by domain and codomain

X -+ B, B —»- X B*" & B
X = Z Z - X

X - R R — X R =& X
X C

-+ C C X =X

Classes/properties
Constant - Identity - Linear - Polynomial -
Rational - Algebraic - Analytic - Smooth «
Continuous - Measurable - Injective - Surjective
Bijective

Constructions
Restriction - Composition - A - Inverse

Generalizations
Partial - Multivalued - Implicit
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Rough idea of Data
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Univariate

Described by indi-
vidual attributes
(independence)

Multivariate

Described by multi-
dimensionality
(dependence)

Types of data

Continuous
attributes

Categorical
attributes

Mixed
attributes

Type |

Extreme value
anomaly

Type IV

Multidimensional
numerical anomaly
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Type I

Rare class
anomaly

Type V

Multidimensional
rare class anomaly
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Type llI

Simple mixed

data anomaly

Type VI

Multidimensional
mixed data anomaly




Relation between Data and Models

Nelle applicazioni
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Credits: Piccialli, F., Cuomo, S., Crisci, D., Prezioso, E., & Mei, G. (2020).
A deep learning approach for facility patient attendance prediction based on
medical booking data. Scientific Reports, 10(1), 1-11.
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Al e Math

«Learning the theoretical background for data
science or machine learning can be a daunting
experience, as it involves multiple fields of
mathematics, Linear Algebra, Optimization

ARTIFICIAL INTELLIGENCE

A program that can sense, reason, Methods, Stochastic Calculus, Probability
act, and adapt

Theory, Approximation Theory, ....»

MACHINE LEARNING
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ML:Supervised Learning

Supervmor
Onput Raw Data)
Features Térgets
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Supervised Learning is an area of ML wherea set of independent variables are used to analyse
dependent variables and relations between them.
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How are Neural Networks

Supervised >

i Random } l

= o d 1 Forest ) T
- ree-base
Methods - ~ [ Cleaning ]
Boosted
Trees ¢
\_ J

Learning

\——
[ Multilayer ) Data
—> NNs Analysis
\_ )
Neural (Con ol t'onaP ¢
- voluti
Networks NNs ,
~ o Forecasting
Ve = Framework
» NNs
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A Neuron

In

Definition (Neuron)

A neuron is defined as the set N = {M,w,b,0,¢$,0}
QMC RN js the input set;
Quwce RN s the weights vector;
Q0 € R is the bias;

‘0 € RY are additional parameters of the neuron;

¢ : M — R is a parametric function with parameters w, b and 0, named the aggregation
function;

‘0 : R — R s the activation function of the neuron.

Definition (Action of a neuron)

Given a neuron N' = {M,w, b, 0, ¢,c}, the action of a neuron is defined as the following
function fanr : M — R such that:

x — fn(z;w,b,0) = o(¢(x; w,b,0)) (1)
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Feed Forward Neural Network

Let be
= .p = - a1
U5l 1
,',I/ —a & Rlxn/’ 6/ - c Rlxn,) W/ — (WI_/I> ) c Rn/xn/_l’
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|y | | On, |

» | layer output: n'=F,(W-n~1 40

» defined: Whix eRY-1+— WH.x+6 e RY

The NN with L layers is Fypy : R?T — R™:

Fan(x; W, 8) = § = F, (WL ] eL)
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Time line of the Deep Learning (DL)

“ > ,A Convolution Neural Networks for  Google Brain Project on
pra— e Handwritten Recognition 16k Cores
1958 Perceptron 1974 Backpropagation 1998 2012
awkward silence (Al winter) M I
1969 ~1980 1995 2006 2012
Perceptrons Multilayer SVMreigns  Restricted  AlexNet wins
book network Support Vector Machines Boltzmann |mageNet

e IMAGENET

%' i “,“L;r?~“\ PRIZE
’ 7 ‘.
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John J. Hopfield Geoffrey E. Hinton

“for foundational discoveries and inventions
that enable machine learning
with artificial neural networks”
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DL — Al models

DEEP LEARNING (DL)
Example: Calculating the cost of a neural network

TITMY

Network output

32%
probability the
image contains

7
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= image does not
Etc. contain a tumor
Input layer Hidden Output
The image layers layer

100%
the ground truth tells us
there is actually a 100%
chance the image
contains a tumor

GANSs are a class of deep learning methods
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DL basic architecuture

10 mm

FERRE)
2828883

\ 'y}
m—"cat”

sines

A
S0000000

05358988
(o e

8888

A deep neural network consists of a hierarchy of layers, whereby each layer
transforms the input data into more abstract representations (e.g. edge ->
nose -> face). The output layer combines those features to make predictions.
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DL feature hierarchy

Input 1st and 2nd Layers 3rd Layer 4th Layer
‘Pixels’ ‘Edges’ ‘Object Parts’ ‘Objects’
faces ’“EA "%--J';:f.
N NS <™ =
LR = !
g\,‘ -ro‘)::'ly
Vesmbh ol &
faces
cars
airplanes
motorbikes

Each layer progressively extracts higher level features of the input until the final
layer essentially makes a decision about what the input shows. The more layers
the network has, the higher level features it will learn.
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Convolutional Neural Networks

Convolution
Kernel

Image Convolution Output
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CNN for Image Processing

a filter of
size K =3x3

1
i1~
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‘ 4/ W/ — pooling —> °

an activation
function

()—92)

a feature
map

convolution layer 1 poolingvlayer 1 convolution layer 2
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main concepts

Hidden

O
Pooling Convolution 5:x5 J Pooling 2 x 2 ‘ ‘ Convolution 3 x 3 + ReLU
2x2 + ReLU ~
@
SR

200 x 300 x 3 190 x 290 x 64 95 x 145 x 64 91 x 141 x 128 46 x 71 x 128 44 x 69 x 256

(o)

20
®

)

N\

Full network:
CNN: Alternate: o

Conv + RelLU + pooling

CNN: Extract features specific to spatial
data

End of network: ® Fully connected part: Use CNN features

D o il darc ' ~ ne / P = . pe =
Plug a standard neural network: for specific regression /classification task

Fully connected hidden layers

(linear) + RelLU

® Training: Learn regression/classification
and feature extraction jointly
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Math and Al
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About Mathematical Aspects
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...end of the first part...
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